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Motivation

e Kubernetes is a powerful framework for bridging traditional
infrastructure and forward-looking tools and platforms

e Have been using Kubernetes (K8S) in various forms at UChicago for
over 4 years.

e Foundational for many of our projects!

e |RIS-HEP Scalable Systems Laboratory e PATHh
o R&D facility for advancing HEP software and frameworks o Hosted Compute Entrypoints and other
e U.S.ATLAS Shared Analysis Facility cervices
o Last-mile interactive analysis with novel platforms.
e FAB

e SLATE (Services Layer At The Edge)

o Federated Application Deployment & Operations

e MWT2 and service networks for the U.S. ATLAS e SOTERIA
Computing Faciliry o  Container registry for open science

o  FABRIC Across Borders




IRIS-HEP Scalable Systems Lab

ServiceX & Coffea-Casa
Frontier Analytics Platform
PerfSonar Analytics

Logstash

Atlas machine learning platform
CODAS-HEP training platform
CMS XCache monitoring

OSG PATh Hosted CEs SSLAUC. two K8s clusters: River. River—dev
FuncX
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Analysis Facilities

e WWe are seeing more and more users reaching for tools that are

not a traditional batch interface

o For example: In the HEP space, a number of interesting new analysis frameworks
are being developed, many of which have adopted Kubernetes as an enabling
technology

e We have used Kubernetes to build an infrastructure that is
flexible enough to support both our batch users and those who
want to use novel tools.
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https://iris-hep.org/as.html

One example is ServiceX

e Aservice that quickly filters and delivers
data in columnar formats. e =
e Filtering here means skimming, - \@ i
~

Sllmmlng and augmen“ng |npUt data, | Client API Libraries

Input data can be XAODs (ATLAS native |~ \®

formats) or flat ROOT files. cena
e Resulting dafa can be delivered as

PyArrow awkward arrays or flat ROOT

iles. = ..

Can be used with Coffea £

Designed using cloud native software e S " —

where possible




ATLAS Analysis Facility at UChicago

e Charged to build a facility for ATLAS user analysis at the
scale of ~1K logical cores and ~1PB storage

e 16 "hyperconverged” nodes, 6 "login” nodes, a GPU node,
16 compute nodes with fast local disk, and 25Gbps
switching infrastructure

e Hyperconverged nodes for jobs and data.
O Dual AMD Epyc 7402, 512 GB RAM
O 16TB HDDs and 1TB NVMes for Ceph storage pool
O 2TB SSDs for dedicated scratch space for batch

e Login nodes for traditional batch logins plus Jupyter
notebooks.
O Dual AMD Epyc 7402, 256 GB RAM ATLAS
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https://af.uchicago.edu

Supporting LHC Run3 and HL-LHC R&D
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An analysis facility for the ATLAS collaboration

Equipped for Run3 analysis (logins, batch, caches, notebooks) but )
forward looking with IRIS-HEP services (CoffeaCasa & ServiceX) H ,




Zooming in on the Kubernetes pieces

Analygis framework users

N
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Batch users

Power Users
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Tools for declarative deployment - FluxCD

e Flux CD - "GitOps” style application
deployment

©)

All configuration lives in GitHub,
installation/updates/removal all happen
via the Flux operator that uses Git as a
single source of truth for the cluster.

All of the basic Kubernetes extensions are
loaded into the Flux repo (Ingress, Load
Balancer, monitoring, certificate
management, etc)

Ceph, HTCondor, efc are also managed by
Flux

Lincoln Bryant Merge branch ‘main’ of https://git... .-

certmanager
coffea-casa
cvmfs
flux-system
htcondor
ingress-nginx
local-volumes
metallb
metrics-server
nfs-prov
priority-classes
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rook
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HTCondor Setup

e Single, unified queue presented to users
o Any login node, any notebook sees the same queue

e Fully rokenized authentication
o Each user has a SHOME/ .condor directory that holds a
tfoken allowing job submission fo the remote schedd on a
shared filesystem
e All execute nodes live in Kubernetes
o Piecemeal approach to moving daemons into K8S




HTCondor Execute

e Pods configured for 80 logical cores per Worker, partitionable slots

e SHOME, SDATA, CVMFS filesystems mounted into containers

e HTCondor pods are dynamically configured based on values from the
Kubernetes downward API, e.g.

resources:
limits:
cpu: "84"
memory: "400G"

ephemeral-storage: "10G"

requests:
cpu: "80"
memory: "384G"

ephemeral-storage: "10G"

- name: _CONDOR_MEMORY

valueFrom: $ condor_status slot1@c@@1 -af Memory

- resourceFieldRef: —P 366211

containerName: execute
resource: requests.memory
divisor: 1Mi

M.




Rook & Ceph configuration on the UC AF

e 1PB shared filesystem (SDATA) for users of the AF
e 228x 16TB HDDs configured for 3x replication

o Erasure coding is tantalizing for the capacity gains, but we haven’t had a good experience with
it elsewhere.

Each node has a dedicated NVMe for Bluestore database (Metadata)
Each node has a second dedicated NVMe for CephFS

3 Active, 3 Standby Metadata Daemons for CephFS
Filesystem mountable within Kubernetes and outside.
Currently we are not using RADOSGW or RBD.

o Focus on performant cluster filesystem for user data.




Ceph Dashboard

Kemesn 5s 5
Status @
Cluster Status Hosts Monitors OSDs
247 total
HEALTH_OK 19 total 3 (quorum 0, 1, 2) .
247 up, 247 in
Managers Object Gateways Metadata Servers iSCSI| Gateways
1 active 3 active 0 total
0 total
0 standby 3 standby 0 up, 0 down
Capacity &
Raw Capacity Objects PG Status Pools PGs per OSD
f‘f %Q, [ Heaithy: 100% B Clean: 44k
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\ IOPS W Writes: 750 /s W Writes: 2.2 GiB/s 0B/s Inactive
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Implementing a federated operation model

e C(reating tools and a trust framework to

create distributed platforms suchas CDNsto | * @SLATE“
reduce operational costs and innovate more Q
. v v
quickly o 99 g ¢  slateci.io
e SLATE (Services Layer At The Edge) ¢¢Q

implements distributed service operation
and a trust model (close as we can getto a
NetFlix model given institutional boundaries)

Leaflet | € OpenStreetMap contributors

e Helm packaged applications e SLATE-flavored GitOps
o 0SG Entrypoints (both), HTCondor-worker, Frontier Squid, o Deploy, manage SLATE applications via a
Globus, FTS, XCache, PerfSonar-test, Open OnDemand

single Git repository
and more

o  https:/github.com/slateci/slate-catalog g
m  usable via Helm even if you don’t use SLATE H 14



https://github.com/slateci/slate-catalog
https://slateci.io

Security Policies - with TrustedCl & WLCG

© SLATE Security and policies X+

@ slateci.io/docs/security-and-policies/index.htm!

t Apps B ATLAS @ PressThis B3 0SG B stuff B3 18 BX) Media B3 M

ax *» @

» | B3 Other Bookmarks | [E] Reading List

@sI_A!TEcx Home About Technology Docs Blog Communitym a

B Imported From Sa... @ Calendarsh:

R.. @ UChicago Jobs~.. B3 TEMP s Bookmar

A comprehensive set of

Getting Started

security policies that T, SOy and Pl

Al d Cly I llati 2 N
wtomated Clusterinstaliatin  gacurity Contact Information
SLATE Tools

Fields of Science In case of any security related incident involving SLATE or its infrastructure, please send email to security@slateci.io.

- Application Development
e S C r I e n e e e t r u S r SLATE Reference Node Summary of SLATE Security Policies

Security and Policies

Overview The following summary document is intended to give a general overview of the security model used in SLATE, to complement the precise definitions and
SLATE Acceptable Use Policy requirements set out in the formal policies.

Supported Software Versions §
Security Summary

. N SLATE Privacy Policy
relationsnips oetween e ) ATE Scurty Pl

Incident Response Policy

SLATE Edge Administrator * Acceptable Use Policy
Obligations « Incident Response Policy

n ] Application Administrator Obligations « Privacy Policy
SLATE Applcation Developer
) i Other Policies

SLATE Application Reviewer
Obligations

+ Supported Software Versions
Change Management

+ Edge Administrator Obligation:
SLATE Application Development and A

H Review Procedures + SLATE Application Developer Obligations
Trusted Image Sources « SLATE Application Reviewer Obligations
Resources + Change Management
« SLATE Applicati and Review

+ Trusted Image Sources

« Application Administrator Obligations

resource owners Gyl
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https://slateci.io/docs/security-and-policies/index.html

The US ATLAS Computing Facility has adopted SLATE

e FEachTier2in the US sefup K8S and installed SLATE for federated service
management (5 production clusters)

e FEachTier2is responsible for keeping the hardware running and the OS and K8S
node up to date

e fedOps facility team is responsible for keeping the applications up to date
(Squid, XCache) on the K8S nodes

e (Configured to use SLATE GitOps - single GitHub repository storing all configuration
for each application for each site.

e SLATE team responsible for ensuring Helm charts and Docker containers are kept
reasonably up to date, don’t have glaring vulnerabilities, etc.

e Same management interface for Squid and XCache, different teams, partitioned
info namespaces by SLATE on the K8S nodes H .




Evolving our T2 model

Site
admins

Traditionally, much effort is reproduced
at each site and expertise is scattered

Traditional Site

Manage Hardware
Install / update OS
Configure and Operate
Services

Keep software up to date

Add K8S layer to
abstract some of the
common pieces at
each site

Site under the
FedOps Model

Manage Hardware, OS,
Kubernetes + SLATE

Configure and Operate
Services
(e.g. Squid, XCache)

Keep software up to date

Introduce a new layer of abstraction to

consolidate expertise, update quickly, iterate
on new ideas

Site admins

FedOps Teams
per service

SLATE team and
trusted container
repositories (SOTERIA
to curate from trusted
sources - CERN, OSG,
etc.)

M-




US ATLAS T2s (UC, 1U, UIUC, UM, MSU, UTA,

XcaChe Deployments BU), Munich, Prague, Birmingham

. X R O O t D — b a S e d Ca C h I n g github-actions append new SLATE instance ID 60ebc63 3 daysago O 11 commits

@ .github/workflows added one more instance. changed gitops 3 days ago

I n fra S t r u Ct u re BB atlas-xcache-aglt2-1 initial setup 3 months ago

BB atlas-xcache-aglt2-2 initial setup 3 months ago

. O p r i m i Z e d a C C e S S fo r d a ta S e tS BB atlas-xcache-aglt2-3 initial setup 3 months ago

B atlas-xcache-mwt2-1 revert to latest last month

th at a re n ,t ge O g ra p h i Ca l ly B  atlas-xcache-mwit2-2 removed the disks repurposed 3 months ago

BB atlas-xcache-mwt2-3 initial setup 3 months ago

n e a r b BB atlas-xcache-net2-1 initial setup 3 months ago

y @B atlas-xcache-prague-1 initial setup 3 months ago

. D l d . S LAT E G - ‘_O T BB atlas-xcache-swt2-1 initial setup 3 months ago
e p Oy e V I a | p S O BB atlas-xcache-uiuc-1 /scratch/2 given to squid 2 months

h n l . F . I . servicex-xcache-af- a w SLATE instance ID
t e n a yS | S a C I I ty B templates added one more instance. changed gito|

[ READMEmd Initial commit 3 months
e Hardware

O  24x3.2TB NVMes
o 2x25Gbps NIC
o 2x Xeon Silver 4214, 192GB RAM

w @

w » © © »

Q Q te} Q Q Q [t] Q Q [t=]
o 5] [} [} 5] 5]




Squid Deployments

e Software caching, namely Frontier data and CVMFS
e Deployed via SLATE GitOps, managed alongside US
Tier 2 squids

Pods
Name Status Created
osg-frontier-squid-af-01-5¢98cfbb5-rm82n Running Oct 07 2021 02:09 PM
Conditions Containers Events
Created: Oct 07 2021 02:09 PM Name: osg-frontier-squid Currently no events
Oct 07 2021 02:09 PM - Initialized Restarts: 3
State: running - startedAt: 2021-10-25T16:28:34Z
Oct 08 2021 03:04 PM - Ready Last State: terminated at 2021-10-08T15:04:20Z

i Image: opensciencegrid/frontier-squid:release
Oct 08 2021 03:04 PM - ContainersReady

Oct 07 2021 02:09 PM - PodScheduled




PATh Services

e For PATh, we are taking advantage of the IRIS-HEP SSL River cluster to
provide some redundancy and soft load-balancing for applications
o Hosting many of the Hosted Compute Entrypoints (HostedCEs) for PATh
m ASU, FSU, TACC, UIUC, USF, Purdue, AMNH, UCI, UCONN, and
others!
o Standby of the OSG Harbor container registry service
m Postgres Operator for database replication
m Multisite Ceph for object store replication
m Manual fail over for maintenance or site failure




Deploying into FABRIC

Working with FAB (FABRIC Across Borders) to demonstrate ServiceX deployment at CERN, delivery of analysis objects to
analysis facilities in the U.S.

Panda DataFrames,
Awkward Arrays

________________________
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 Eiem - =

s N | . Ecm |
Qb sepgze | Histogms QO =i
i SS EXI!TMENT UCHIaCtAGO i i C i L —— A —— :

https:/af.uchicago.edu
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Adding the FABRIC k8s to SLATE

T e Eit Viw Run Kemel Tabs Settings Help

@) SLATE Portal » [+ ] t ¢ RaX | WaX | BaX |BaX WgX | Wgx HiX Bux Swx BeX Box | Sox | Bux Shex | g
B+ 3 o NoKemel @
Filter me
v BE| . AV ox
_ 0., Run the Kubespray playbook
@ Dashboard Home / Clusters / Fabric-NCSA
= L LastMocifed I ~-becone --becone-userzroot -u centos cluster.yal
& Clusters W fabric inve.. amonth ago
o
. = W jupyterena.. amonth ago PLAY [localhost
_ Cluster: Fabric-NCSA » D
Applications W ubespray amonth ago Honday 08 Novenber 2021 22:48:05 +0000 (0:00:00.039) 0:00:00.039 ¥xx¥s
8 templates amonth ago THSK [Check 2.9.0 <= Ansible version ¢ 2.11.0] HsssRkkkRKkRHSRRRRERKRKRKRK RS H3E
P Secrets D config amonth ago ok: El:[alh:ft]:( XL WX HX | BX| X %
Cluster Information Groups canBesis Tt
P D geipas amonthago "nsg": "ALL assertions passed" I
= Instances D hostsj2 amonth ago }
i Monday 08 Novenber 2021 22:48:05 +0000 (0:00:00.834) 0:00:00.073 *¥¥isss
- " Y: hosts.yaml 4 days ago
& ol Administering Group: ss! ssl ik o ibernetassmating:sEandin
& Volumes ) kubeinst 7 minutes ago TASK [Check Ansible version > 2.10.11 when using ansible 2.19] *sxsxexsexsxexxes Qe A e
Contact: linc ] kubernetes. amonth ago ok: [localhost] =) { B beiong o fere
My G 3 "changed": false,
y Groups + [ kubernetes.. an hour ago "nsg"s "ALL assertions passed”
Organization: uchicago « I kubeetes. an hour ago }
I All Groups Honday 08 Novenber 2021 22:48:05 +0000 (0:00:00.032) 0:00:00.105 #3434
Location: TASK [check that python netaddr is installed] *ssskssssssssxmxssssssssxsssx engping_0051367226@bastion-1.fa
>— CLI Access ok: [localhost] => {
Number of Nodes: 3 chiiged: falze,
"msg": "ALL assertions passed"
Status: Reachable ° Simple 102 & No Kernel | Unknown Saving completed Mode: Command @ Ln1, Col 32 kubeinstall.ipynb
— ¥ Sneible ostr 1A 142, 10045
A kubeinst aminute ago # The TP to use for binding Kubernetes services.
[A] kubernetes.. amonth ago ip: 192.168.10.51
Then register the FABRIC-NCSA K8s cluster in ol =
« [A] kubernetes... an hour ago access_ip: 192.168.10.52
. . . . - — # The TP to use for SSH connections to this host.
the SLATE federation. Applications will use | et 00030
# The IP to use for binding Kubernetes services.
SLATE (policy & fedOps) and OSG trusted
Search: ess i
. . : access_ip: 192.168.10.53
image repository (SOTERIA) 750 o e fon S comections 4o this s,
"
Simple TM2 8 Saving completed fabric@jupyter-fengping-40uchicago-2eedu: ~/work
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CERN->FABRIC->Analysis Facility->Notebook

IRIS-HEP Analysis Grand Challenge Tools Workshop Example

from func_adl_servicex import ServiceXSourceUpROOT
from hist import Hist
import awkward as ak

We will process only one file from one of the samples. File is accessed using root protocol.

input_files = ['root://eospublic.cern.ch//eos/opendata/atlas/OutreachDatasets/2020-01-22/41ep/MC/mc_345060.ggH125_ ZZ4lep.4lep.root']
treename="mini'

The following command does almost everything. T Coteanzzmays e |

B+ X OO » = C » Cde v O sit

First, it specifies data source by calling ServiceXSourceUpROOT and giving it filepath, root tree containing data, and a name of servicex
service to use has to be listed in the file servicex.yaml. In this repo there are two servicex instances that can process this data: uproot-at

"+ str(finish_tine - start_tine))

| e/9000000000.0 [00:00]
loaded: 0% | /9000000000.0 [00:00]
| /9000000000.0 [00:00]
Loader x| | 6/9000000000.0 [00:00]
|
d

Secondly, for every event it gets lepton pT.

4 o
0/9000000000.0 [00:00]
ed: 0| | /9000000000.0 [00:00]
| /9000000000.0 [00:00]
ce... Downloaded:  o%| | e/9000000000.0 [00:00]
61.79710340499878

Downloa

Finally, it specifies that the data should be returned as an Awkward Array. ot

t1d(output[HC'], stack

data = ServiceXSourceUpROOT(input_files, treename, backend_name='uproot-fabric') \
.Select("lambda e: {'lep_pt': e['lep_pt']}")
.AsAwkwardArray ()

.value() OUtpUt

s = np.arange(s

lgnTs_p Notebooks on the SSL or AF

)
™ 100 120 140 160 180 20 20 0
epton invariant m: e

All code can be found here.
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https://github.com/ivukotic/servicex-example.git

Summary

e We have effectively employed K8s as a technology both within our
site and in distributed fashion for facilities and collaborations

O A Kubernetes-based testing platform (Scalable Systems Lab) for IRIS-HEP and others
O With PATh, declarative operations for Compute Entrypoints

O A declarative, Kubernetes-based analysis facility for ATLAS that allows traditional batch
and forward-looking technologies being developed in IRIS-HEP and other project

O With SLATE, a trusted federated operations model (FedOps) model for deploying,
operating, and maintaining services for collaborating computing centers
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